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Abstract 

This report describes the systems used by the Team22 for 

Task 2 of the short-duration speaker verification challenge 

2020. The challenge is based on DeepMine dataset. DeepMine 

is a large-scale database in Persian and English. Two systems 

based on x-vector and ResNet and their scores fusion were 

investigated for this purpose. PLDA was used as backend for 

x-vector and cosine similarity for ResNet. The challenge 

baseline system EER was 10.67 % and the best result in our 

experiments was 8.20 % EER. 

Index Terms: speaker verification, x-vector, ResNet, PLDA, 

scores fusion, SdSV 

1. Introduction 

As mentioned in the abstract, this report describes the Team22 

submissions for Task 2 of the short-duration speaker 

verification (SdSV) challenge 2020. This was the first 

challenge using DeepMine dataset [1]. The main goal of the 

challenge is to evaluate new technologies for text-dependent 

(TD) and text-independent (TI) speaker verification (SV) in a 

short duration scenario. The challenge has two separate tasks: 

Task 1 is defined as speaker verification in text-dependent 

mode and Task 2 is speaker verification in text-independent 

mode. Both modes consist of trials where the enrollment and 

test utterances are from the same language (Persian). Unlike 

Task 1, Task 2 also includes cross-lingual trials where the 

enrollment utterances are in Persian and the test utterances are 

in English. There are no cross-gender trials in this challenge 

[2]. 

Our systems are based on Deep Neural Network (DNN) 

embedding: The x-vector [3], which was the challenge 

baseline, and the ResNet34 [4]. Good results have been 

reported from both architectures in short duration speaker 

verification [5, 6]. Source normalized LDA [7] and DNN 

based methods [8] can be used to reduce the language effects 

in cross-lingual trials. The structure of this document is as 

follows: In Section 2, the implementation consideration, 

including the datasets and the configuration of the systems are 

described. The results of the experiments are presented and 

discussed in Section 3. 

2. Experimental Setup 

2.1. Datasets 

The evaluation dataset used for the challenge is DeepMine 

dataset. DeepMine is a large-scale database in Persian and 

English, with its current version containing more than 1850 

speakers and 540 thousand recordings overall. It is the first 

large-scale speaker recognition database in Persian [1]. Each 

trial in this task contains a test segment of speech along with a 

model identifier which indicates one to several enrollment 

utterances. The net enrollment speech for each model is 

 

 

Figure 1: Diagram of x-vector architecture. 

Embedding a or b is used as speaker embedding [9]. 

uniformly distributed between 3 to 120 seconds (after 

applying an energy-based VAD) [2]. 

The challenge adopted a fixed training condition where the 

system should only be trained using the following set: 

VoxCeleb1, VoxCeleb2, LibriSpeech, and DeepMine. For this 

Challenge, the DeepMine dataset is presented in three parts: 

Train, Enrollment, and Evaluation. The in-domain training 

data in Task 2contains text-independent Persian utterances 

from 588 speakers. Each trial contains a test segment of 

speech along with a model identifier which indicates one to 

several enrollment utterances. The net enrollment speech for 

each model is uniformly distributed between 3 to 120 seconds 

(after applying an energy-based VAD) [2]. 

2.2. x-vector 

The x-vector is a TDNN based speaker embedding 

extracted from a speech sample [3]. The x-vector architecture 

are shown in Figure 1. We used the voxceleb recipe1 from the 

Kaldi toolkit [10] and a pre-trained model2 that was trained 

using VoxCeleb1 and VoxCeleb2 datasets. The training data 

artificially augmented with noises and reverberation. The 

voxceleb recipe uses a 7-layer x-vector. 30 MFCC coefficients 

extracted from a 25ms frame with 4 was form the150-

dimensional input of network. An energy-based voice activity 

detector was used to discard non-speech frames. The 7-th 

layer (embedding b as shown in Figure 1) was used as speaker 

embedding and VoxCeleb1, LibriSpeech3, and DeepMine 

datasets were used for LDA and PLDA. 

Some other modifications such as training model from 

scratch (with VoxCeleb1, LibriSpeech, and DeepMine 

datasets) were tested but did not effective. Due to our time and 

Hardware resources constraints, we were unable to perform 

further experiments such as training model from scratch with 

                                                                 
1https://github.com/kaldi-

asr/kaldi/tree/master/egs/voxceleb/v2 
2 https://kaldi-asr.org/models/m7 
3 http://www.openslr.org/resources/12/train-clean-100.tar.gz 

https://github.com/kaldi-asr/kaldi/tree/master/egs/voxceleb/v2
https://github.com/kaldi-asr/kaldi/tree/master/egs/voxceleb/v2
https://kaldi-asr.org/models/m7
http://www.openslr.org/resources/12/train-clean-100.tar.gz
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all training data or source normalized LDA to reduce the 

language effects in cross-lingual trials. 

2.3. ResNet34 

The ResNet is a well-known convolutional DNN and has good 

results in speaker recognition [5, 6]. We use Thin ResNet34 

architecture as speaker embedding extractor based on [6] and a 

pre-trained model1 that was trained with VoxCeleb1 and 

VoxCeleb2 datasets. A fixed length 2-second temporal 

segment, extracted randomly from each utterance was used 

during training. No data augmentation was performed during 

training, apart from the random sampling. Spectrograms are 

extracted with a hamming window of width 25ms and step 

10ms. The 257-dimensional raw spectrograms are used as the 

input to the network. Mean and variance normalization 

(MVN) is performed by applying instance normalization to the 

network input. Since the VoxCeleb dataset consists mostly of 

continuous speech, voice activity detection (VAD) is not used 

in training and testing. 

The output of model is a 512-dimensional fixed length 

embedding that was obtained from self-attentive pooling 

(SAP). The cosine similarity was used as backend for scoring 

the trials. For this purpose ten 4-second temporal samples 

crops at regular intervals from each test segment, and compute 

the similarities between all possible combinations (10×10 = 

100) from every pair of segments. The mean of the 100 

similarities is used as the score. Due to our time and Hardware 

resources constraints, we only use 2 samples as enrollment for 

each target speaker. 

3. Results and Discussion 

The results of the systems and their fusion on the progress set 

are displayed in Table 1. Line 1 is the SdSV baseline results 

that is an 8-layer x-vector topology with a 150-dimensional 

LDA and a PLDA as backend. The baseline system is trained 

using VoxCeleb1 and VoxCeleb2 datasets [2]. Line 2 is the 

x-vector topology result that is trained with VoxCeleb1 and 

VoxCeleb2. For backend, an LDA with 200 dimensions and a 

PLDA that was trained with VoxCeleb1, LibriSpeech and 

DeepMine is used. Although the in-domain Persian DeepMine 

dataset was used to reduce the language effects in cross-

lingual trials but the result was not better than the baseline. 

Line 3 is the thin ResNet34 topology result that was 

explained in Section 2.3. This system’s result also was not 

better than the baseline. Line 4 is the result of the two systems 

scores fusion based on mean and reduce the baseline EER by 

23 %. 

In addition to the results announced on the competition 

website, some good and detailed results were published by the 

challenge organizers that was displayed in Table 2 for baseline 

and our best system, i.e., x-vector and ResNet34 fusion. These 

results are for evaluation set and show that compared to 

baseline, our system enhancement for male and Persian 

speakers was more than its enhancement for female and 

English speakers. For example, our system reduce the baseline 

EER by 32 % for male speakers’ trials while EER reduction 

for female speakers’ trials was 23 %. 

Figure 2 compares the performance of three systems, i.e., 

the challenge baseline, our x-vector system, and the fusion 

system in a DET plot. 

                                                                 
1 https://github.com/clovaai/voxceleb_trainer 

Table 1: The baseline and our systems results for 

progress set. 

 System minDCF EER (%) 

1 baseline 0.4319 10.67 

2 x-vector 0.4122 - 

3 ResNet34 0.4777 - 

4 fusion 0.3548 8.20 

Table 2: The baseline and our best system results for 

evaluation set in terms of EER %. 

trials baseline 
x-vectror +  

ResNet34 

all trials 10.67 8.21 

male 8.26 5.62 

female 11.71 8.98 

EN 9.58 9.12 

FA 6.14 5.57 

EN-male 7.11 6.63 

EN-female 10.58 9.47 

FA-male 4.25 3.28 

FA-female 6.53 6.10 

 

 

Figure 2: Comparison of baseline, our x-vector syatem 

(single) and the fusion system (primary) for evaluation 

set. 
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